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Abstract 

  The trend of using internet is increasing rapidly. Everyone wants to share their information on the urgent 
basis but in the secured manner. Security issues have posed the giant problems within the organization. Many 
researchers have given their solution for intrusion detection system. In this they are unable to find labeled and 
unlabeled data. Due to this the efficiency of IDS gets decreased and it generates the wrong alarm in place. In this 
paper we have given an algorithm called DBSCAN that increases the efficiency of the IDS system. 
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Introduction
IDS detect intruders. It is a software and/or 

hardware that monitor the traffic for unauthorized and/or 
unwanted access to computer systems and networks. 
Unlike firewalls and other security measure that works to 
stop intruders, IDS identifies intruders that are accessing 
the network or those that are already in the network. At 
the same time, the regular security measures detect 
activity from outside source while IDS detects both 
internal and external attacks. IDS can be either passive or 
reactive. Passive systems are those that detect intrusion 
activities, create logs and report to the administrators. No 
actions are taken. It is up to the administrators to 
determine the type of response that should take place to 
solve the problem. Reactive systems are more commonly 
known as intrusion prevention systems (IPS). These 
systems take a further step by resetting the network 
connection or blocking the network intruder, either 
automatically or by an operator. The choice of system 
depends on the needs of the business.[1]  
The outline of desertion is organized in six sections as 
follows.  
Section 2: In this section we will see all the 
terminologies, Section 3: In this section we will see the 
literature work, Section 4: In this section we will see the 
architecture and proposed algorithm, Section 5: In this 
section we will see conclusion and future enhancement, 
Section 6: Finally the references. 
 
Terminologies 
1. Burglar Alert/Alarm:  A signal suggesting that a 

system has been or is being attacked.[2] 
2. True Positive: A legitimate attack which triggers 

IDS to produce an alarm.[2] 

3. False Positive: An event signaling IDS to produce 
an alarm when no attack has taken place.[2] 

4. False Negative: A failure of IDS to detect an actual 
attack.[2] 

5. True Negative: When no attack has taken place and 
no alarm is raised. 

6. Noise: Data or interference that can trigger a false 
positive.[2] 

7. Site policy: Guidelines within an organization that 
control the rules and configurations of IDS.[2] 

8. Site policy awareness: An IDS's ability to 
dynamically change its rules and configurations in 
response to changing environmental activity.[2] 

9. Confidence value: A value an organization places 
on an IDS based on past performance and analysis to 
help determine its ability to effectively identify an 
attack.[2] 

10. Alarm filtering:  The process of categorizing attack 
alerts produced from an IDS in order to distinguish 
false positives from actual attacks.[2] 

11. Detection Rate: The detection rate is defined as the 
number of intrusion instances detected by the system 
(True Positive) divided by the total number of 
intrusion instances present in the test set.[3] 

12. False Alarm Rate: defined as the number of 
'normal' patterns classified as attacks (False Positive) 
divided by the total number of 'normal' patterns.[3] 

13. Intruder:  An entity who tries to find a way to gain 
unauthorized access to information, inflict harm or 
engage in other malicious activities. 

14. Masquerader: They are generally outside users. 
They don’t have right to access the system, but tries 
to admittance the information as the authorized 
user.[3] 
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15. Misfeasor: They are commonly internal users and 
can be of two types:  
• An authorized user with limited permissions. 
• A user with full permissions and who misuses 

their powers. 
16. Clandestine user: A user who acts as a 

administrator and tries to use his rights so as to 
avoid being captured.[3] 

17. Clandestine user: A user who acts as a 
administrator and tries to use his rights so as to 
avoid being captured.[3] 

 
Literature Review 
A. Network Traffic Classification Using K-means 

clustering“ [4]  In this paper Network traffic 
classification and application identification provide 
important benefits for IP network engineering, 
management and control and other key domains. 
Current popular methods, such as port-based and 
payload-based, have shown some disadvantages, and 
the machine learning based method is a promising 
one. 

B. “Traffic anomaly detection is using k-means 
clustering” [5]  in this paper, Data mining 
techniques make it possible to search large amounts 
of data for characteristic rules and patterns. If 
applied to network monitoring data recorded on a 
host or in a network, they can be used to detect 
intrusions, attacks and/or anomalies. This paper 
gives an introduction to Network Data Mining, i.e. 
the application of data mining methods to packet and 
flow data captured in a network, including a 
comparative overview of existing approaches. 

C. “Offline/Online Traffic Classification Using 
Semi-Supervised Learning” [6] in this paper, 
Identifying and categorizing network traffic by 
application type is challenging because of the 
continued evolution of applications, especially of 
those with a desire to be undetectable. The 
diminished effectiveness of port-based identification 
and the overheads of deep packet inspection 
approaches motivate us to classify traffic by 
exploiting distinctive flow characteristics of 
applications when they communicate on a network. 
In this paper, we explore this latter approach and 
propose a semi-supervised classification method that 
can accommodate both known and unknown 
applications. 

D. “Network Traffic Classification is using Semi-
Supervised Approach”, [7] in this paper, A semi-
supervised approach for classification of network 
flows is analyzed and implemented. This traffic 
classification methodology uses only flow statistics 

to classify traffic. Specifically, a semi-supervised 
method that allows classifiers to be designed from 
training data consisting of only a few labeled and 
many unlabeled flows. The approach consists of two 
steps, clustering and classification. Clustering 
partitions the training data set into disjoint groups 
(“clusters”).  After making clusters, classification is 
performed in which labeled data are used for 
assigning class labels to the clusters. 

 
Architecture & Proposed Algorithm 

Proposed method follows the necessary steps 
required to perform in Intrusion Detection 

 
Figure 1 : Architecture 

 
Proposed Algorithm 

Existing techniques are used the Clustering 
classifier, neural network classifier and Bayesian 
classifier. These approaches have the problem of over-
fitting. SVM classifier removes the problem of over-
fitting, but it uses the all features or maximum features of 
dataset to find the accuracy rate, so there are increases 
the problem of data redundancy and it consumes more 
computer recourses.  

To remove the drawbacks of existing 
approaches, DBSCAN approach is proposed.  In this 
proposed approach, Intrusion Detection System is 
implemented by using DB SCAN and Support Vector 
Machine technique. [8,9,10,11] SVM is used as classifier 
in this system.   

In the proposed approach, accuracy rate, false 
positive rate and attack detection rate of intrusion 
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detection using DB SCAN and support vector machine 
are tried to find out. Since support vector machine 
classifier support only numeric data, so in the proposed 
approach, firstly text features of dataset are converted 
into numeric data. Then redundant features are reduced 
to get small volume size dataset. Finally, selected 
features are passed to the support vector machine to get 
the accuracy rate, false positive rate and attack detection 
rate of dataset. The proposed algorithm has following 
steps. 
• Data Preprocessing.  
• DB SCAN Algorithm.   
• Intrusion SVM Classification 

 

Conclusion & Future Work 
As computers are becoming increasingly used 

by businesses, security issues have posed a big problem 
within organizations. Firewalls, antivirus software, 
password control are amongst the common steps people 
take towards protecting their systems. However, these 
preventive measures are not perfect. Firewalls are 
vulnerable; they may be improperly configured or may 
not be able to prevent new types of attacks. Antivirus 
software works only if the virus is known to the public. 
Passwords can be stolen and therefore, systems can be 
easily hacked into. Hackers can change the system on 
initial access and manipulate it so that their future access 
will not be detected2. In these situations, intrusion 
detection systems (IDS) come into play. Even though 
security issues are more commonly linked to internal 
management concern, auditors should also be aware of 
these issues with clients’ businesses. With security 
problems, intruders may be able to change the data so 
that it is not representational of the client business. It is 
possible that discrepancies in data are a result of foul 
play rather than fraud. 

The aim of the project is to design and 
implement a semi-supervised learning approach for 
network traffic classification and it has been 
achieved successfully. A DB SCAN approach to 
design a Network Traffic Classifiers is implemented 
successfully. Algorithm permits both labeled and 
unlabeled data to be used in training the network. 
While performing training and testing of the 
classifier for a dataset, it is observed that a test error 
rate depends on the number of clusters which is 
randomly used in training phase. We have used the 
KDD Data Set as a training data set and improved the 
accuracy rate of the semi supervised algorithm. 
Proposed algorithm is very apt and reliable for 
finding the supervised and unsupervised data. The 
algorithm has been proved that in the future Of 
course, we can improve accuracy rate, false positive 

rate and attack detection rate of intrusion detection 
by providing the some improved form of the DB 
SCAN algorithm. 
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